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Summary

� Although state-of-the-art speech recognition systems perform 

well in controlled environments they work poorly in realistic   

acoustical conditions in reverberant environments. 

� We use multiple front-ends - based recognition systems with 

multi-condition training data and combine their results using 

ROVER (Recognizer Output Voting Error Reduction). 

� For 2- and 8- channel tasks, to get benefit from more than one 

channel, we utilize ROVER instead of the multi-microphone signal 

processing method. 

� As in previous work we also apply i-vector-based speaker 

adaptation which was found effective. 

� Speech recognition experiments using the DNN-HMM hybrid 

architecture are conducted on the REVERB challenge 2014 

corpora using the Kaldi recognizer. 

� For the 2-channel task (using full batch processing) we obtained 

an average word error rate (WER) of 9.0% and 23.4% on the 

SimData and RealData respectively. Whereas for 8-channel task on 

the SimData and RealData the average WERs found were 8.9% 

and 21.7%, respectively.

Multitaper Mel-Filterbank (MMFB) Features

Robust Compressive Gammachirp Filterbank (RCGFB) & Robust 

Mel-Filterbank (RMFB) Features

Iterative Deconvolution (ITD)-based MFB (ITD-MFB) Features

Maximum Likelihood Inverse Filtering-based Dereverberated 

(MLIFD) Cepstral Features

Extraction of I-Vectors for Speaker Adaptation

DNN-HMM Hybrid Architecture for Training & Decoding

Experimental Results on the Eval data

MFB Feature extraction steps are similar to the MMFB feature 

extraction. In MFB, for spectrum estimation, Hamming windowed 

periodogram is used instead of the multitaper spectrum estimator.
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Front-Ends

The following front-ends (or feature extractors) were considered in 

this REVERB Challenge 2014 task.
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� Multiple recognition experiments with multiple feature extractors.

� Combination of decoded transcripts using ROVER, a 

recognition system combination software available from NIST.

� Baseline system utilizes conventional MFB features.

� Every recognition system uses a Deep Neural Networks-HMM 

(DNN-HMM) hybrid architecture.

� For all DNN’s a 100-dimensional i-vector is also used with the 

TRAP features. The i-vector characterizing a speaker helps the 

DNN to adapt to the speaker characteristics.

� For decoding a pruned trigram LM with 709K trigrams generated 

from the WSJ LM training data.

� The resulting lattices were rescored using a larger trigram LM 

with 3,15 million trigrams generated from the WSJ LM training 

data.

� A vocabulary of 20K words is used.
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supervector (speaker & channel dependent), Total 

variability matrix, UBM supervector, mixture component

For each speech recording , an i-vector  is 
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