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System Description 

• The reverberation is known to degrade 

severely the audible quality of speech 

and performance of automatic speech 

recognition (ASR). 

• The combination of the front-end audio 

processing with the back-end speech 

recognition techniques is also effective 

to improve the ASR performance in 

reverberant conditions. 

• Under certain enhancement method, 

there is usually a tradeoff between the 

reverberation or noise suppressing 

amount and target speech distortion. 
 

Back-end ASR 

Clean+noEnh: ”clean-condition” HMMs 

without dereverberation 

Clean+Enh: ”clean-condition” HMMs with 

dereverberation 

Multi+noEnh: ”multi-condition” HMMs 

without dereverberation 

Multi+Enh: ”multi-condition” HMMs with 

dereverberation 

ReTrn+Enh: re-trained ”multi-condition” 

HMMs with dereverberation 

Algorithm 

Results(SE Task) 

System Description 

• Acoustic scene classification: based on 

coherence analysis. 

• Selection of spectral enhancement: 

based on the acoustics scene. 

• Eliminate the interference as much as 

possible while keeping the speech 

distortion always in a low level. 

Table 1. Cepstral distance of test SimData 

before and after dereverberation. 

Table 2 . SRMR of test SimData before and 

after dereverberation. 

Table 3 . Log likelihood ratio of test SimData 

before and after dereverberation. 

Table 4. Frequency-weighted segmental SNR of 

test SimData before and after dereverberation. 

Table 5. PESQ of test SimData before and after 

dereverberation. 

Table 6. SRMR of test RealData before and 

after enhancement 

Results(ASR Task) Conclusion and Discussion 

Spectral Enhancement 

Motivation: 

• Robust to both noise and reverberation 

• Low calculation complexity 

General Form: 

|𝑺 (𝒍, 𝒌)| = 𝑮(𝒍, 𝒌)|𝑿 (𝒍, 𝒌)| 

 

2-channel Case 

Motivation: 

• Basic topology of all microphone arrays 

• Low requirement for both hardware and 

software 

• It is ideal to fulfill the dereverberation 

task based on 2 sensors, just like what 

the human auditory system 

 

Acoustic Scene Awareness 

Motivation: 

• Reflection condition: high or low 

• Speaker-mic distance: near or far 

• A controller  is needed to better selection 

of spectral enhancement method since 

different spectral enhancement methods 

shows superiority in different kinds of 

reverberant environment 

 

Pre-processing 

Motivation: 

• DOA of target signal is unknown 

• An alignment filter should be designed 

for  Beamforming 

 

Adapt to the potential distortion in the 

front-end enhanced signals. 

• An acoustic scene aware technique is 

proposed to make dereverberation 

robust to different conditions 

•  For SE task, objective indexes 

illustrate the improvement on speech 

signal quality 

• For ASR task, when it is combined with 

back-end ASR with matched training, it 

produces a significant decrease on 

WER 


